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PSYC3202: HISTORY & PHILOSOPHY OF PSYCHOLOGY
ANALYSIS OF SOME FUNDAMENTAL CONCEPTS IN PSYCHOLOGY
ASSOCIATE PROFESSOR JOEL MICHELL
2004, Semester 1, Lecture 24
Read.
Maze, J. R. (1983). The Meaning of Behaviour London: George, Allen & Unwin. Chapter 4. Michell, J. (1988). Maze's direct realism and the character of cognition. Australian Journal of Psychology, 40, 227-249.
The Concept of Cognition.
In the last lecture, my analysis of the concept of behaviour implied that behaviour is a causal process. It is the process of cognition bringing about environmental effects via bodily movements. This analysis has a disconcerting consequence: in order to know what someone is doing we must know what they think they are doing. However, it is widely believed that thinking is not something that we can observe directly in others. If this is so, then it follows that the most we can directly observe of another person's behaviour are bodily movements and some of the effects these have upon the environment. Behaviour, that seemingly solid observational ground upon which Watson promised psychology could stand firm, has turned to water. Because behaviour is inextricably cognitive, it would seem to suffer the same impediment as cognition: it cannot be directly observed. How can we cope with this unpalatable consequence?
One way would be to base psychology, not upon the study of behaviour but, instead, upon the study of bodily movements. Since bodily movements can, in principle, be directly observed, they could be investigated in their own right. Such a science could exist, but it would not be psychology. What we study in psychology is why people do the things they do, in the sense of why they bring about the environmental effects they achieve and, normally, we are not too interested in the specific bodily movements involved. For example, we want to know why some people can produce the correct answer to a mathematical problem and some cannot and we are not interested in the precise movements used to make the correct response; we want to know why some people repeatedly wash their hands a hundred times a day while most do not, and we are not interested in the specific hand movements involved on each occasion of washing; we want to know why some people behave in hostile ways towards members of other cultural groups and the specific bodily movements involved in each act of hostility are secondary to our investigations; and so on. Psychology is the science of behaviour; it is not the science of bodily movements.
The psychologist's concerns are nicely illustrated in some experiments done by the American neuropsychologist, Karl Lashley, in the 1920s (see Lashley, 1929). Early behaviourists had proposed that animals learn sequences of bodily movements built up out of basic reflexes. Lashley questioned this. He trained rats to reach food in a T-maze by turning right. Following brain surgery the animals were no longer able to turn right because parts of the brain controlling right-hand turns were destroyed. However, the rats still reached food but now they did so by turning 270° left at the T-junction. This shows that the rats had learned, not a sequence of movements, but a fact about the T-maze, viz., where food was. The rats demonstrated this learning in their behaviour, not through performing invariant sequences of movements, but through maintaining the same behaviour (i.e., getting to the goal box) in altered circumstances (i.e., when the precise movements had to be altered dramatically). The invariance of behaviour (as distinct from movement) in Lashley's experiment is a phenomenon that requires explanation. While it is perfectly legitimate to investigate the precise bodily movements involved in behaviour, the subject matter of psychology is more general than mere bodily movement. The subject matter of psychology is the process whereby what is learned (i.e., beliefs) brings about environmental changes via bodily movements. Psychologists are more interested in behavioural invariances (ie, the same beliefs bringing about the same environmental effect in different circumstances) than in movement invariances.
Must we then swallow the unpalatable consequence that behaviour cannot be directly observed? This hardly seems possible. Our social lives are predicated upon the premise that we can see what people are doing. In all of our social interactions, we assess what the other person is doing, whether it is listening to what they say, seeing how they interact with objects and events, or noting what they achieve. Indeed, while we do make mistakes in this and sometimes misjudge people's behaviour, we get it right about as reliably as we get anything right. It must be admitted, of course, that a good deal of the potential ambiguity of behaviour is reduced by the cultural context of its occurrence. We know, for example, that the dentist is filling holes in our teeth because the context supplies that meaning to his bodily movements. In a different context, say, while travelling on the bus to the university, the same bodily movements made in relation to our mouths by a total stranger might leave us concerned about what this stranger was actually doing.
However, when, as children, we first acquire the concept of behaviour, the cultural clues are still to be learnt. Most cultural learning is via language, so prior to language learning the child's knowledge of cultural contexts is minimal. However, in order to learn language, children must recognise behaviour, viz., they must recognise that in making relatively constant patterns of sound adults mean to refer to things of various kinds. So we must accept that human behaviour is amongst the earliest things that children come to recognise and this achievement would be difficult to explain if behaviour was not directly observable.
Thus, we are faced with an inconsistent triad of propositions (i.e., any two contradict the remainder):
1. The behaviour of others is, at least sometimes, directly observable.
2. Behaviour is the process of cognition causing environmental effects via bodily
movements.
3. Cognition in others is never directly observable.
Given my analysis of the concept of behaviour (proposition 2), consistency may only be restored by rejecting either 1 or 3. Since our social life is predicated upon 1, consider the possibility of rejecting 3. Proposition 3 derives from the Cartesian view of mind. This is the view that mental events (or as Descartes called them collectively, consciousness) belong to a different realm of being to physical events. The Cartesian view is that each person has his or her own private mental world. If true, this would create enormous problems for psychology. The most debilitating problem would be that of how mind and body interact. As was pointed out in Lecture 1 (p. 9), causal interaction between mind and body requires a connection between them and since this connection must be either mental or physical, the problem is repeated adinfinitum. My analysis of the concept of behaviour showed that behaviour is a causal process involving mental events, bodily movements, and environmental effects. So, according to this analysis, mind and body must interact. Hence, there might be some advantage in rejecting the Cartesian view and along with it proposition 3.
For similar reasons, Watson rejected the Cartesian view of mind. However, because he thought it was the only view of mind available, he thought he was obliged to reject mental events altogether. In this he was mistaken. Later, when Watson's behaviourism itself came to be rejected within mainstream psychology, the idea that mental events constitute a separate realm of being was not reinstated. Instead, psychologists resurrected Fechner's (1860) identity theory of mind (without actually realising that it had been Fechner's). The mainstream of psychologists formed the view that mental events are identical to neural events. (This is the 'mind-brain identity theory' (see Armstrong (1968)). Since neural events are already known to cause bodily movements, identifying mental events with neural events leaves no mystery about the mind-body causal process. Indeed, the mind-brain identity theory is so convenient that it has become an axiom of cognitive psychology.
The mind-brain identity theory is convenient for another reason as well. The cognitive revolution coincided with the development of electronic computer technology. The mind-brain identity theory provided a convenient vehicle for thinking of the computer as a psychological model: the cognising human was thought of as a computer composed of neural tissue.
However, the mind-brain identity theory leaves two problems unresolved. First, there is the problem noted above, viz., that of how we may know another's beliefs or cognitions. If mental processes are identical with neural processes, then in principle, we should be able to know another's cognitions by direct observation of their neural processes. However, for obvious reasons, we cannot typically use this method when we identify what someone
is doing. In this respect, the mind-brain identity theory is no advance upon the Cartesian view.
Second, the mind-brain identity theory engenders a problem of its own. This is the problem of intentionality.   This problem was identified in the nineteenth century by the Austrian philosopher and pioneer psychologist, Franz Brentano (1874/1973). Its significance did not dawn, however, until the cognitive revolution of the twentieth century. Brentano noted a universal characteristic of all mental events: they are always about something outside of themselves. For example, if, while sitting in my office at the university, I am thinking that the Sydney Opera House is white and this thought is identical to neural events in my head, then the problem of intentionality is this: how can these neural events be about something outside of my head (and several kilometers to the north east)? It is this aboutness of mental events that Brentano meant by the term "intentionality".
Many psychologists now think this problem may be solved via the concept of representation. It is suggested that patterns of neural events are able to represent the content of cognitive states. If I remember that the Sydney Opera House is white, then it is suggested the content of this cognitive event (viz., the fact that the Opera House is white) is coded as a distinct pattern of neural activity in my brain and, so, neurally represented (see Pylyshyn (1989) for a detailed exposition of this kind of view). If you do not think too hard about this suggested solution to the problem, then it may satisfy you. However, until a mechanism of representation is described, the neural coding hypothesis is no more than a verbal solution. Intentionality has simply been relabelled "representation" and because we think we understand representation in other contexts, we are lulled into thinking that the problem is solved.
The failure of the neural coding hypothesis is evident if we analyse the concept of coding. What is it for information to be coded} We are all familiar with codes, for language itself is a kind of code. A code is a set of conventions enabling messages to be transmitted from a source to a destination. In the case of language, we might see some interesting event and wish to communicate it to someone who is not present. We do so by putting the event into words, transmitting the words to the other person, the other person decodes the string of words and receives our message. Now what is required for this process to work? First and foremost, the meanings of the words must be known. If the receiver does not know the meanings of the words, then the message cannot be decoded. Hence, a condition necessary for any instance of coding to work is that what the elements (or symbols) of the code denote (in our example, the word meanings) must be known. That is, a necessary condition for decoding a coded message is that of knowing the meanings of the symbols of the code.
A code consists of two sets of terms: (1) there is the set of symbols; and (2) the set of things signified by those symbols. For example, in the case of colour words, there is the set of words (say, red, green, etc.) and the set of colours (say, the colour of blood, the colour of limes, etc.). What is necessary for the coding process to be effective is that the
receiver must know what the symbols of the code signify. For example, if someone tells us that the apple is green, then we can only understand what is said if we know the sort of colour that the word green denotes. In order for this to happen three things are necessary.
1. We must know the word itself (say, know the word green as a pattern of sounds or as
a pattern of marks).
2. We must know the kind of thing denoted (say, know the colour green).
3. We must know that this word {green) is used to refer to this kind of colour (green).
These are the logical requirements for coding. Coding requires these three items of knowledge in order to work. If any is missing, then coding is not achieved.
Since coding requires knowledge, it is itself a cognitive concept. This fact alone should set off alarm bells. Remember that the concept of coding was introduced to explain a feature of cognition, its aboutness (or intentionality). But, if the explanation of coding already requires the concept of cognition, then we are trying to explain a feature of cognition in terms of cognition itself. Such an explanation cannot avoid being circular. The problem with circular explanations is that they explain nothing because they assume the very thing they are attempting to explain. While circular explanations may give the illusion of explaining something, they are, in fact, devoid of explanatory value.
That the concept of neural coding is useless in the present context can be seen by trying to follow how such an explanation might work. To do this, I will first distinguish between the concepts of neural coding and neural sensitivity. Note that the brain is sensitive to all the different sorts of things we are capable of perceiving. We know this because we know that people are able to discriminate. For example, people with normal colour vision are able to distinguish red from green objects under normal lighting conditions. We can test this experimentally by contriving a situation where the person makes response A when presented with a red object and response B when presented with a green object. We know that in such discrimination experiments, neural processes cause the different responses made. Hence, the neural processes must be different in some way when response A is made to what they are like when response B is made. Since response A is made when the object presented is red and B when the object is green, it follows that the neural response to red things must be different to the neural response to green things. A similar kind of argument can be used to prove that each discernible difference in the world gives rise to a different neural response. That is, from the facts of discrimination and the thesis of determinism alone we know that the brain must be sensitive to each discernible difference in the world (which is not to say that the fine details of this sensitivity are yet fully known).
Neural sensitivity is not the same as neural coding. Neural sensitivity means just that the brain responds differently to each discernable difference in the environment. Neural coding, if it happened, would mean that information about the environment is in some way
contained within neural processes within the brain. If neural coding were possible, then neural sensitivity would be a necessary condition for it, but neural sensitivity would not alone be sufficient for neural coding. Neural coding would require neural sensitivity plus something extra, this extra component being a capacity to contain information.
Nevertheless, the fact of neural sensitivity has proved to be a convenient vehicle for the introduction of the concept of coding into psychology. When, for example, an environmental situation (such as, this tree's being green) is seen, there must be a correspondence between features of that situation and the neural responses sustaining this act of perception. That is, there must be some kind of correspondence between the structure of situations perceived and the neural events sustaining perception. It is tempting to say that these features of the environmental situation are thereby coded neurally and that the resulting neural state is a coded representation of the environmental situation. In this way, it is thought, the idea of a cognitive representation can be given some clothes. But the clothes turn out to be made of the same stuff as those of the emperor in the famous nursery tale.
In order for processes of neural sensitivity to code the information that this tree is green, they would need to conform to the requirements for coding specified above.   That is, for the neural coding hypothesis to work, I would need to know these three things:
1. the symbol - in this case the relevant neural state (call it G);
2. the signified - in this case, the colour green; and
3. the fact that this symbol (neural state G) refers to this colour (green).
However, if I am required to already know 2 above (i.e., the colour green) in order for the coding hypothesis to work, then the coding hypothesis is redundant, for I must already know the very thing that it was introduced to account for. Thus, if the coding hypothesis is true, it is redundant. It assumes the knowledge it was constructed to explain and so it serves no genuine explanatory purpose. It is otiose. No matter how seductive it appears at first sight, the concept of coding cannot be used to explain how neural states could convey information about environmental situations.
Honest proponents of the representational theory of cognition admit that they cannot yet solve this problem of intentionality. For example, a leading proponent of this theory, Jerome Fodor, had this to say about the problem of how cognitive representations get their meaning:
"... people are indulging in what I think of as the Scarlett O'Hara manoeuvre - namely, that's too hard a problem, we'll worry about that tomorrow, and get on with setting out whatever we can of the format of these mental representations, leaving the question of how they get connected with the world - how they get their semantic properties - as a hard problem with which we will eventually have to struggle" (Fodor, 1983, p. 90).
This is not just Fodor's view. In the MIT Encyclopedia of the Cognitive Sciences, Von Eckardt says that "we do not know enough to theorise about the semantics of our mental
representation system" (1999, p. 527). These admissions are suitably frank, but they do not go far enough. This problem is not just a difficult one; it is a logically insurmountable one. It is not that there is no solution yet. There can be no solution (see Horst (1996) and Judge (1985)).
The failure to see the true nature of this problem derives from the representational premise that mental processes must be internal to the brain. If you accept that, then it follows that mental processes must be sustained by neural representations that code environmental information. Nothing else is possible given this premise. This premise defines representationalism and it constitutes, in Kuhnian terms, a paradigm of its own. To reject this premise and begin from a different one is to construct a concept of cognition that is, literally, unintelligible to representationalists. We see this illustrated nicely in the attempts made by the British representationalist, Philip Johnson-Laird, to come to grips with J. J. Gibson's (1979) concept of perception. Gibson is a realist and, therefore, rejects the premise that mental processes are inner. He defines perception as a kind of organism-environment interaction. Johnson-Laird was puzzled by this and remarked, "I don't mean that its hard to accept these ideas as true - one hasn't even got to the point of understanding them. What I should like to see is a computational model" (Groeger, 1987, p. 302). In requesting a computational model, Johnson-Laird is declining to leave the representational paradigm and, so, Gibson's concept is outside his understanding.
The concept of coding is an empty metaphor in cognitive psychology. It is said that cognitive representations code environmental information, but no intelligible mechanism is proposed whereby the decoding of cognitive representations could occur. This is not just a temporary defect of this theory. It is a permanent, logical difficulty. In proposing the concept of a cognitive representation, the hypothesis that a neural state may refer to an environmental situation is being proposed.   Now, a sign's referring to something else is not an intrinsic feature of the sign. Reference is not a property of signs, it is a relation, in fact, a three-termed relation, involving the sign and two other things. If, for example, / use the word green to refer to the colour green, then the three terms of the relation are (i) myself, (ii) the word green and (iii) the colour green. The relation is like this: / refer to the colour green by the word 'greeny (the three terms being underlined). In using words to refer to things we must abide by the requirements for coding. In using green to refer to the colour green, I must know both the word and the colour. If I knew words but not colours or, alternatively, knew colours but not words, then I could not use the word green to refer to the colour green. So, if neural states were to refer to environmental features, then this would require something that knew both separately. On the one hand, if I were trapped inside my own brain and knew only neural states, then I would not know environmental features. On the other hand, if I could know environmental features independently of knowing neural states, then the theory of neural coding would be redundant. There is no way of avoiding the logical force of this dilemma.
Furthermore, it is not as if this logical difficulty is unknown. It is quite frequently presented as a refutation of the representational theory of cognition (see Von Eckardt, 1999). In one form or another it has been known for a very long time. In the Middle
Ages, the dominant view of cognition was a representational one, according to which it was said that we know the world via the presence of representations (then called species) in the mind. This view is close to the view later proposed by Descartes and Locke (with the term species replaced by ideas). This medieval version of the representational view was refuted by the fourteenth century Oxford philosopher, William of Ockham. Ockham is best known now as a proponent of the principle of parsimony, sometimes called Ockham's razor. Ockham's first application of this principle was to the representational theory. He argued that species (or what we would now call cognitive representations) are unnecessary and cognition can be conceptualised more parsimoniously (Pasnau, 1997).
Ockham was right. When you perceive some environmental situation, for example, you see that this tree is green, then, as far as this act of visual perception is concerned, all that could ever be observed by a scientist monitoring this event would be the following three kinds of states of affairs or processes:
1. The relevant environmental situation (i.e., for example, this tree's being green);
2. The physical, causal processes whereby this environmental situation acts upon the
relevant sensory neural system (i.e., the reflection of radiant energy of various
wavelengths from the green tree and its effects upon your retinas, optic nerves, etc.); and
3. The resulting brain state, a state that is differentially sensitive to this environmental
situation (i.e., had that situation been different in any discernable way, then the resulting
brain state would have been likewise different).
Importantly, the alleged representational properties of the resulting brain state could not be observed. The resulting brain state (3 above) could, in principle, be observed using the methods of neuroscience, but its alleged representational properties could not be observed by such methods. If these supposed representational properties existed, they would be semantic relations. As already mentioned, semantic relations involve cognition. A person using a sign to refer to something must know the sign, know the signified, and know that this sign stands for that signified. Therefore, observing the semantic properties of representations would require observing other acts of cognition, the very process that the concept of representation is being invoked here to explain. Hence, if the representational theory were true, observing cognition would require observing representations, which in turn would require observing cognition, and so on, adinfinitum. The supposed representational properties of brain states are impossible to observe because observing them would involve an infinite regress.
If the logically circular concept of cognitive representations is relinquished, then 1, 2, and 3 above provide the only available materials out of which any alternative concept of cognition can be fashioned. Are these materials sufficient? Let us look more closely at the concept of perception, focussing upon the example of your seeing that the tree is green.
Every act of perception involves two things: (i) the situation that is perceived and (ii) the thing that does the perceiving. In this example, the situation perceived is the environmental situation of the tree being green, i.e., 1 above. The thing that does the perceiving, in so far as it is identifiable by scientific methods, is the living organism (i.e., you), or, being more specific, perhaps, some parts of you (say, your sense organs and nervous system). Your perceiving that the tree is green is a kind of relationship between you and the situation of the tree being green. In terms of the materials we have available (1,2, and 3 above), it is the differential sensitivity of the organism (or, if you like, its neural sensitivity) to the situation (i.e., 3 above), that makes possible discriminative behaviour in relation to that situation. If we were to suppose that this is all there is to the concept of perception (i.e., the situation perceived and the differential sensitivity to that situation of the perceiving organism), then Brentano's problem of intentionality is solved. Any act of perception is about the external situation perceived because it is a relation between that situation and the organism involved. That is, it is a mistake to think that perception is entirely internal to the nervous system. Perception is organismic sensitivity to an environmental situation and as such perception is a relation between the organism and that situation. Therefore, it includes the situation as one of the terms related. Perception is literally a special kind of connection with the world around us.
At first blush, this seems a jejune characterisation of perception. Hence, we should ask, is there anything more to perception, as we experience it first hand? When, for example, we see that the tree is green, are we aware of anything else? What are we aware of when we see that the tree is green? Well, first and foremost, we are aware of the tree's being green. Yes, the tree's being green is included in the above characterisation. It is the object of perception (i.e., 1 above). What else are we aware of? Well, in the act of perception itself, we are aware of nothing else, just the object of perception. We certainly are not aware of a "perceptual image" or "percept" in the mind. Such concepts are theoretical inventions of those who believe that perception is entirely internal to the mind or brain. In inventing these concepts, all that is going on is a relabelling of the object of perception: because it is thought that perception is internal, it is reasoned that the object must be inner and, so, it is concluded that the object of perception must be an inner image of the environmental situation. However, if the premise that perception is internal is rejected, then the conclusion that the object is an internal image can also be rejected. Purely mental entities, such as images and percepts, create more problems than they solve.
Anything else that we might think we are aware of in perceiving that the tree is green comes from monitoring the act itself, that is, it comes from turning our attention upon it and making it something of which we are conscious. For example, we might note that some of the environmental qualities that we are aware of, such as the colour green, are the sorts of qualities we only become aware of by vision and, thus, conclude that we are seeing. Or we might experiment and close our eyes, noting that with our eyes shut we no longer see the tree and conclude that we were seeing. However, in simply perceiving that the tree is green, we are aware of no more than that. Nothing that we are aware of contradicts the characterisation given.
The states of affairs identified in 2, while causally necessary for perception to occur, are not really part of our concept of perception. People recognised the fact that perception occurs well before they knew anything about the different forms of radiant energy, the wavelengths of light or the neural structure of the visual system. The processes identified in 2 are the physical processes by which perception occurs. However, they are not part of the concept of perception. The medium of visual perception might, conceivably have been different. It is in fact different in some other animal species and, of course, the medium of perception is different for other sense modalities (such as auditory or olfactory perception).
If 2 is excluded from our analysis of the concept of perception because it is simply an empirical fact (and not a necessary conceptual ingredient) that perception involves radiant energy, etc., then does not 3 also require revision? People had the concept of perception long before they knew that it involves brain states and, as a result, our concept of perception does not include details to do with brain states. These are empirical discoveries that we have added on to the original, everyday concept. Our concept of perception simply involves the living organism as the thing that does the perceiving. Thus, as far as our concept of perception is concerned, perceiving that the tree is green is simply organismic sensitivity to that fact, sensitivity apt for discriminative behaviour. Modern neuroscience is in the process of discovering exactly what the neural basis of this organismic sensitivity and aptness for discriminative behaviour amount to. When those details are fully discovered, they will not alter our concept of perception. They will simply inform us of the neural processes that sustain perception.
Understood in this way, perception is a relation between living organisms and situations in their environments. In arriving at this analysis of perception something quite radical has been achieved. Not only is the dominant paradigm in cognitive psychology seriously conceptually confused, but also the idea that cognition in others is never directly observable is undermined. In so far as perception is taken to be a mode of cognition, there is no reason, in principle, why cognition in others cannot be directly observed. Observing perception directly would be a matter of observing the sensitivity of an organism to an environmental situation. In suitable contexts, the discriminative movements of an organism (be it a person or animal) could display the appropriate kind of sensitivity to an environmental situation. The Cartesian view, that cognition is always an event entirely internal to the organism has been fatally wounded.
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Sample Exam Questions
1.
Discuss the following triad:
(a) The behaviour of others is directly observable;
(b) Cognition in others is not directly observable; and
(c) Behaviour is the process of cognition causing environmental effects via bodily
movements.

2. It is only a matter of time before neuroscientists crack the neural code. Discuss.
3. What is the problem of intentionality and what is its relevance to the concept of
cognition?
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